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Overview

The appropriate role for inferentia statistics in meta-analysis is not merely unclear,
it is seen quite differently by different methodol ogists.

In 1981, in the first extended discussion of the topic, Glass, McGaw and Smith
raised doubts about the applicability of inferentia statistics for the meta-analysis
problem. Inference at the level of persons within studies (of the type address by
Rosenthal 1984) seemed quite unnecessary to them, since even a modest size
synthesis will involve afew hundred persons (nested within studies) and lead to
nearly automatic rejection of null hypotheses. Moreover the chances are remote
that these persons or subjects within studies were drawn from defined populations
with anything approaching probabilistic techniques; hence, probabilistic calculations
advanced as if subjects had been randomly selected are dubious.

At the level of "studies," the question of the appropriateness of inferential statistics
can be asked again, and Glass et a. seem to answer in the negative. They pointed
out that there are two instances in which common inferential methods are clearly
appropriate: when a defined population has been randomly sampled and when
subjects have been randomly assigned to conditions in a controlled experiment. In
the latter case, Fisher showed how the permutation test can be used to make
inferences to the universe of al possible permutations. But this case in of little
interest to meta-analysts who never assign units to treatments. Glass et al. claimed
that the typical meta-analysis virtually never meets the condition of probabilistic
sampling of a population®. They took the position that inferential statistics has little
role to play in meta-analysis. "The probability conclusions of inferential statistics
depend on something like probabilistic sampling, or else they make no sense” (p.
199).

It is a common habit of thought to acknowledge that many data sets fail to meet
probabilistic sampling conditions, but to argue that one might well treat the datain
hand "as if" it were a random sample of some hypothetical population. Under this
supposition, inferential techniques are applied and the results inspected. This
circumlocution has neither logic nor common sense to support it. Indeed, it seems

1 In one instance known to Smith, Glass & Miller (1980), the
available population of drug treatment experiments was so large that it was
in fact randomly sampled for the meta-analysis.
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to be little short of arationalization for performing statistics that one has gone to
the trouble to learn whether they are appropriate or not. If the sampleisfixed and
the population is allowed to be hypothetical, then surely the data analyst will
imagine a population that resembles the sample of data. Hence all of these
"hypothetical populations” will be reflections of the samples and there will be no
need for inferential statistics. The researcher runs the risk of generalizing to what
well may be afictitious, and hence irrelevant, population.

Hedges and Olkin (1985) developed inferential techniques that ignored the pro
formatesting of null hypotheses and focused on the estimation of regression
functions that estimate effects at different levels of study characteristics. They
worried about both sources of statistical instability: that arising from persons within
studies and that which arises from variation between studies. As they properly
pointed out, the study based on 500 persons deserves greater weight than the study
based on 5 persons in determining the response of the treatment condition to
changes in study conditions. The techniques they present are based on traditional
assumptions of random sampling and independence. It is, of course, unclear
precisely how the validity of their methods are compromised by failure to achieve
probabilistic sampling of persons and studies.

Rubin (1990) addressed most of these issues squarely and staked out a position
that appeals to the authors of this manual: "...consider the idea that sampling and
representativeness of the studies in a meta-analysis are important. | will claim that
this is nonsense--we don't have to worry about representing a population but
rather about other far more important things' (p. 155). These more important
things to Rubin are the estimation of treatment effects under a set of standard or
ideal study conditions. This process, as he outlined it, involves the fitting of
response surfaces (aform of quantitative model building) between study effects
(Y) and study conditions (X, W, Z etc.).

Where theorists disagree, technicians are well advised to leave open as many
options as possible. Consequently, we have provided many methods of data
analysisin Meta-Stat that address inferential issues, including Hedges's
homogeneity tests, Rosenthal and Rubin's aggregate significance levels as well as
conventional methods of anaysis
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like regression, and a newly rediscovered approximate randomization test?.

Where conditions of random sampling are met, the inferential techniques
in Meta-Stat will have clear and undisputed application. In all other
instances, it will be up to the meta-analyst to decide whether to apply them
and how to interpret them. We provide fair warning that the inferential
statistical techniquesin Meta-Stat are easy to misapply and misuse.

2 We do not provide ANOVA as we could not identify any algorithms that
are appropriate for use with effect-sizes. For Plain Statistics, you can use dummy
coding with the REGRESSION routine to perform ANOVA, ANCOVA, and t-
tests. If your criterion variable is UNBIASED, the group MEANS routine will
provide Hedges's homogeneity tests -- tests which are directly analogous to
ANOVA. If your criterion variable is UNBIASED and you select WEIGHT as a
weighting variable, the REGRESSION routine will give you Hedgess Qg and Qg
and the corrected standard errors for the regression weights.
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Common Functions

Some functions are commonly available in the Meta-Stat statistical analyses. The
following sections describe these functions.

Y ou can aso export data to analyzed with SPSS. See Chapter 4 for more
information.

Selecting Variablesto be Analyzed

After you select the statistical analysis you want to perform, Meta-Stat displays a
selection window. This window contains fields where you identify the variables
for the analysis.

Selecting a Single Variable

For many analyses, you can select only asingle variable in particular fields:
1. Highlight the desired field and press Enter.

Meta-Stat displays a window that lists the variables that are appropriate for
that field.
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In the following example from the Regression analysis, Criterion variable
was highlighted when Enter was pressed. In the window, Meta-Stat
displays alist of variables:

~ File Studies Variable rfmalysis Charts Options [Frinter Info N\

“Regression Analysis Dependent Variab 1eJ

= Dependent Variahle: EFTECT3Z EFTECTSZ
UNBIASED
Independent Variahles: EFFSR_GP
PUB_YR
EXPF_N
Dy Uariahles: CTRI._N

i TOTAL_N
WEIGHT
Leight: FUBTY_GF
Misging: Lictuice HOURS
Select If: —1 1 Enter——!

— FlHelp Fe—Select ESCHuit FiW—Cont

Fi-Help FiBMenu 9:065:05
\ P J

2. To sdect avariable, highlight the variable in the list by moving the mouse or
using 9. Then press Enter.

Meta-Stat returns you to the selection screen and fills in the field with the
name of the variable you selected.

Selecting Multiple Variables

For some fields, you can select more than one variable. For example, you can
identify more than one predictor variable for the Regression analysis. Follow these

steps:

1. Inthelist of variables, move the pointer to the first variable you want to use
and press Enter.
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Meta-Stat marks the variable with a check-mark.

2. Repeat step 1 until you have marked al the fields you want to use:

~ File Studies Variable rfmalysis Charts Options [Frinter Info N

Regression Analysis ———— Cont inuous Varibles

Dependent UVariahble: UNDITASED CTRL_H 1I'
TOTAL_N
—# Independent Variables: WEIGHT
PUBTY_GF
J HOURS
Dy Uariahles: HOIIR_GRP
i J GRD_LVL
GRD_GRP

Leight:
Misging: Lictuice
select If:

— FlHelp Fe-telect EusCHuit FlU—Cont.

|= i . H
\Fi-Help Fi1BHMe 9:14:59

3. Press F10 when you have finished. Meta-Stat returns you to the selection
screen and fills in the field with the variable names.

Desdlecting a Variable

Meta-Stat remembers the last variable(s) you selected. To deselect one or more
variables, call up thelist of variables and press Esc.
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In the following example, the variable WEIGHT is currently selected as the
weighting variable:

Dependent UVariahble: EFTECT3Z
JLleight: WEIGHT

Select If:

p FZ5elect ESCHJuit F18-Done
L pdding Expanded Memory will impolcRis g an-l1ss

To desalect this variable:

1. Highlight the Weight field and press Enter
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Meta-Stat displays alist of variables. The variable that is currently selected is
highlighted.

Ue Lifht 1ng Uarlah]eJ

Dependent Variahble: EFTECTSZ2 EFTECTSZ2
UNBIASED
Hlleight: WEIGHT EFFSR_GF
PUB_YR
Zelect If: EXPF N

C'TRI._N
TOTAL_N
Fi-Help F2-Select ESCQuit Fi8-Done — WEIGHT
sl pdding Expanded Memory will imp PUBTY_GP
HOURS

1t 1 Enter—!

2. Press Esc to desglect the variable.

Weighting Your Data

Y ou can weight your data using any variable. Meta-Stat includes a predefined

variable called WEIGHT that you can use for this purpose. WEIGHT is an
equation variable that equals the inverse of the variance. See Chapter 5 for more
information about this variable.
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To select the weighting variable, move the pointer to the Weight field and press
Enter. Then select the variable you want to use:

/ File Studies Uariakle rmalysis Charts tions Frinter In

Correlational Analysis ———— Lie Lght 1ng Uarlah]eJ

Continuons Uars: rin_YR TOTAL_H EFTECTSZ
UNBIASED
EFFSR_GFP
Dummy Coded Vars: FUB_YR
EXE N
CTRI._H

TOTAL_N
Miz=zing Data: Listwize WEIGHT
Select If: FUBTY_GF
HOURS
—1 1 Ent

Selecting Data with a SELECT IF Statement

You can use a SELECT IF statement to limit the analysis to data meeting certain
criteria. Meta-Stat will select for the anaysis only the studies for which the IF
statement is true.

For example, suppose you use a variable QUALITY to measure the quality of
studies; alow-quality study is given a QUALITY vaue of 1. When you perform an
analysis, you can use SELECT IF to trim the low-quality studies from the analysis
by selecting only studies for which QUALITY is greater than 1.

1. Movethe pointer to Select If and press Enter.

Meta-Stat displays a window where you can enter selection criteria.
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4 File Studies Variable rfnalysis Charts ptions  Printer Inf

Crosstabu lations
Grouping Variable 1: r'unTY_GT

SELECT IF
Grouping Variahle 2: HOUR_GRF

Leight:
#Select If: Leave hlank to accept all

— Fl1-Help FZ—Select ESC{Juit F18Cont Fl-Help, FZ-List Uariahles —

\FiHelp FiBHenu COAC 18:15:17 /

2. PressF2 todisplay alist of variables.

3. Inthelist of variables, highlight the variable you want to use as part of the
SELECT IF statement. Then press Enter.
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Meta-Stat inserts the variable name in the selection criteria window:

4 File Studies Variable fmnalysis Charts Options Printer Info N\

Crosstabulations
Grouping Variable 1: r'unTY_GT

SELECT IF
Grouping Variahle 2: HOUR_GRF

Leight:

#Select If: Leave hlank to accept all

— Fl1-Help FZ—Select ESCHJuit F18—Cont. Fl-Help, FZ-List Variahles —

Fi-Help Fi1B-+Menu CoA 18:15:58
\ P 2/

4. Complete the IF statement by using parentheses, logical operators, and/or
comparison operators. (Press F1 to get more information about constructing an
IF statement.)
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In the following example, studies will be selected if the value of QUALITY is
greater than 1 and if the value of EFFECTSZ is greater than 0.5:

Grouping Variable 1:
Grouping Wariabhle 2:
Ueight:

#3elect If:

runTY_Gr

HOUR_GRP

— Fl-Help FZ—3Select ESCHuit F10-—Cont.

SELECT IF

(QUALITY > 1) AND (EFFECTSZ

Leave hlank to accept all

Fl-Help, FZ-List Variabhles —

Dealing with Missing Data

For the Regression and Correlation analyses, you can use the Missing Data
fieldtotel Meta-Stat how to handle studies for which data are missing.

Y ou can use two methods to handle missing data:

Method

Description

Listwisedeletion

If astudy does not have datafor one of the
variables, Meta-Stat ignores all other
variables for that study.

Thisisthe default method.
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Method Description

Pairwise deletion If astudy does not have datafor one of the
variables, Meta-Stat still uses datafor other
variablesin the study.

Caution: Be careful when performing
regressions without complete data. It is
generally valid to do this only when you can
assume that the data are missing randomly
throughout the studies.

To identify the method you want to use, move the cursor to the Missing Data
field and press Enter. Then select the method you want to use.

Using Dummy Variables

The Regression and Correlation analyses alow you to treat discrete and blocking
data as dummy variables. For example, consider the discrete variable PUBTY _GP,
which comes precoded with Meta-Stat. When you enter data for a study, you use
PUBTY _GP to identify where the study was published—in a Journal, Dissertation,
Paper, Book, or Other place.

During a Regression or Correlation analysis, Meta-Stat can treat these five
categories as separate variables by assigning scores of 1 and 0 to them. For
example, a study that was published in a Journal receives a score of 1 for the
dummy variable Journal; it receives scores of O for the dummy variables
Dissertation, Paper, Book, and Other.

Dummy variables take their name because they are created only as a convenience,
so that they can be inserted into equations that are necessary for the analysis.
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Usethefiddd Dummy Variables to identify the discrete or blocking data from
which you want to create dummy variables. The following example uses
PUBTY_GP:

4 File Studies Variable fmnalysis Charts Options Printer Info N\

Regression Analysis

Dependent Variahble: EFTECTSZ2

Independent Uariahles:

BDumm; Uariahles: PIIRTY_GP

Leight:
Miszing: Listuize
Select If:

— FlHelp Fd-Select ESCYuit FIM—Lont

FiHelp F10-Menu 11:57:18
\ P 2/

The following example shows a portion of Regression results for which dummy
variables were created from PUBTY _GP:
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/ META—STAT IEllEn,fZS/El".:-N
REGRESS ION

Variahle Beta B 3t Err 1 P
PUBTY GP  jourwal 0 .a00 0006 B.230 a.908 —
FUBTY_GF  dissert 0.Zo4 0.316 0.Z17 1.537 0.1Z0
TUDTY_GT paper @.820 0.047 8.217 8.216 @.025
PUBTY_GFP other B.615 1.661 B.154 3.663 6.882
Constant B.536 B.124 4.334 @.060

\Ctrl—P Print F10 Menu Pglp,PgDn MoCOACH 11:5?:53‘/

Note: To avoid the multicolinearity problem in computing regression weight
standard errors the first group is dropped. Usually, thisis the group with
missing data.
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Displaying Descriptive Statistics

When examining your meta-analysis data, one of your first tasks will be to explore
the distribution of many of your variables.

The Descriptive Statistics analysis provides a basic description of a variable. The
mean shows you the central tendency for a variable, while the standard deviation
and variance describe the dispersion of data around the mean. These same
statistics are calculated for the Unbiased Effect Size variable.

Follow these steps to perform the anaysis.
1. Sdect Analysis/Descriptive

Meta-Stat displays a screen where you can identify the variable you want to
anayze.

2. UseCriterion variable to identify the variable for which you want to
display the statigtics.

3. If necessary, identify a weighting variable and construct a SELECT IF
statement. For more information, see "Common Functions' earlier in this
chapter.
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In the following example, Meta-Stat will display descriptive statistics for the
Unbiased Effect Size variable (UNBIASED), using the WEIGHT variable for
weighting:

\

~ File Studies Variable rfmalysis Charts Options [Frinter Info

- DESCRIPTIVE STATISTICS
Dependent UVariahble: UNDITASED
Weight: WEIGHT

»Select If:

FlHelp FZ5elect ESCHJuit F18-Done
I_ - -

|= i . H
\Fi-Help Fi1BHMe 2:48:38 4

4. Press F10 to display the results.
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Results Screen

/I"IETH—STHT 09,1053 \
DESCRIFTIVE STATISTICS
Criterion Uariable: UMBIASEDL Unbioased Effect Size o
Ueighting Uariahle: WEIGHT Inuerse of the variance
Select If:
Number of Ualid Observations: 25 9
Mumber of Missing Obseruvations: 1
unweighted we ighted
Mean 9.591 a.591
e Median 0.473 q9.479
UVariance 0.376 0.428
Stand. Deu. 8.613 8.654
Hin Ualue —B.287 -3.287
Hax Ualue 2.087 2.687
Range Z.37 2.374
oI-Ivanr:lgf;s’s Ht 116.965 (p = 0.603)
Ctrl-F Print F10 Mene Tl next varieble PgDn more 2212648
- /

This results screen:

‘ | dentifies the variables you selected for the analysis and the SELECT IF
statement you used to select data. The criterion variable is the criterion
variable you selected.

e Lists the number of studies for which data were available for the criterion
dependent) variable.

o Provides weighted and unweighted statistics for the criterion variable.

Value Description

Mean Mean value, equal to the sum of the values
divided by the number of cases (studies).
The mean isthe most common measure of
central tendency.
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Value

Description

Median

Median value, which is either the value of
the case that lies exactly on the 50th
percentile, once the cases have been
ordered by rank from highest to lowest, or
the value that is half way between the two
inner most cases.

Variance

Thedispersion of values around the mean,
roughly equa to the average squared
deviation from the mean. The smaller the
variance, the more homogeneous the data.
Thisisthe variance for the presented
dataset, i.e., N is used as the denominator .

Stand. Dev.

Standard deviation, equal to the positive
square root of the variance®

Min Value

Minimum value of the variable

Max Value

Maximum vaue of the variable

Range

The range between the minimum and
maximum values

If you used the UNBIASED Effect Size as the criterion variable, Meta-Stat
shows the results of Hedges's Homogeneity Test. This tests the hypothesis
that the Effect Sizes for the studies are from different populations—that is,
that they are not homogeneous. If the statistic is large (or equivalently if the
value of pislow, say lessthan .05), Hedges's test indicates that thereisa
low probability that the Effect Sizes are from the same population. You can
conclude that the effect sizes are homogeneous, i.e. the model of asingle
effect sizeis consistent with the data.

3 To convert from the variance of a population to the unbiased

population estimate based on a sample, multiply by n/(n-1).
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Second Results Screen for Unbiased Effect Size

If you used the Unbiased Effect Size as the criterion variable, Meta-Stat shows a

second screen of descriptive statistics. You can view this screen by pressing
PgDn on the first screen.

/TETA-STAT 09,10,93 )
DESCRIPTIVE STATISTICS
Criterion Uariable: UMBIASED Unbiased Effect Size o
Weighting Uariahle: WEIGHT Inuerse of the variance
Select IF:
Number of Ualid Obseruvations: 25
Mumber of HMissing Obseruvations: i
unweighted weighted
Mean E3 b.591 b.891
g Fisher's 2 1.497% (p=0.13) 6.861 (p=0.00)
Equiv ES 0.57% 0,912
Equiv R 0.278 0.415
Equiv R S( 0.677 0,172
Failsafe N 0] 3Z2b
Uar Ratic 3.758 56.482
Ctrl-F Frint F10 Menw Tl next varisble Pglp besic 22:27:17
N\ /

‘ Some information is repeated from the first results screen.

e The table presents the best estimate of the Effect Size for the population of
studies.

Value Description
Mean ES Mean Effect Size
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Value Description

Fisher Z A transformation that normalizesthe
Effect Size and provides a statistic that
alows oneto calculate the probability (p)
of results under anull hypothesis of that
the population Effect Sizeis zero.

Equiv ES The equivalent Effect Size for the Fisher Z.
Thisisthe best estimate of the true Effect
Sizefor this population of studies.

EquivR A correlation that is equivalent to Equiv
ES.
Equiv R SQ The amount of variance accounted for in

the Effect size.

Failsafe N The number of studies with contradictory
results that would have to be collected in
order to reduce the probability of the
combined findings to statistical
insignificance at p=.05 (Rosenthal, 1990).
Variance Ratio Theratio of the error variance to the
variance of the effect sizes. Thisprovidesa
homogeneity measure. Schmidt and Hunter
(1990, pages 281-338) state that you can
conclude that the data are homogeneous,
i.e., dl thevarianceis dueto forms of
error, if theratiois.75 or larger.
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Performing a Regression Analysis

Use aregression analysis to investigate the relationship between predictor variables
and a dependent or criterion variable, which is typically the Effect Size.

For example, in a meta-analysis of the effects of coaching on SAT scores, we
might be interested in predicting the effects of coaching from predictor variables
such as the number of hours of coaching and the grade level of the students. The
regression analysis provides an equation that identifies how the values for hours
and grade level must be weighted and summed to provide the best prediction of the
coaching effects. The analysis also shows the accuracy of the equation and
indicates how much of the variation in coaching effects is caused by hours and
grade level.

To perform aregression anaysis, follow these steps:
1. Sdect Analysis/Regression

Meta-Stat displays a screen where you can identify the dependent and
predictor variables.

2. UseDummy Variablesto treat each category within a blocking or
discrete variable as a dummy variable. For more information, see the section
"Using Dummy Variables' earlier in this chapter.

3. If necessary, identify a weighting variable, a method to handle missing data,
and construct a SELECT IF statement. For more information, see "Common
Functions" earlier in this chapter.
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In the following example, a regression analysis will be performed to predict
Unbiased Effect Size based on Hours and Grade Level:

Regression fimalysis
Dependent Variable: UNBIASED

Independent Variables: HOURS GRD_LVL

Dummy Variahles:

Weight:
Missing: Listwise
Select If:

— Fi1-Help FZ-5elect ESCHjuit F18-Cont.

\\Fi—Help Fi18-+tenu COACH 9:38 1‘/

4,  Press F10 to display the first screen of the analysis.
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First Results Screen: Summary Information

/~ META-STAT 09,1093 N\
REGRESSION
Criterion Variable: INBIASED Unhiased Effect Size o
Fredictor Uariables: HOURS GRD_LUL
Listwise deletion
Solution took 2 iterations
9 Multiple R 0.8791 R Square 0.7727¢
Ad usted R-Square 8.7538 Standerd Error 9.3176
Sum of Hean
DF squares SIUArS F P
0 Rerress ion 2 B.2299 4.1150 40.803 0.0000
Residual 24 2.4204 6. 1o0o8 0
Ctrl-F Print F10 Menw Pglin More 22:29:121
. 4
This screen:

0 describes the variables you selected for the analysis and the method that
Meta-Stat used to handle missing data.

e describes the strength of the relationship between the predictor variable(s)
and the criterion variable.

Value Description

MultipleR Correlation between predictors and the
criterion variable. The magnitude Risan
index of the strength of the relationship.
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R Square The square of R, indicating the amount of
variance accounted for by the predictor
variables. In the example above, 77 percent
of the variation in Unbiased Effect Sizeis
explained by the predictor variables.

Adjusgted R- The adjusted R Square value.
Square
Standard Error The standard deviation of the differences
between the actual and predicted values of
the criterion variable (i.e., the standard
deviation of the residuals).

The summary table describes actual variances (mean sguares) of the
predicted values and the residual values.

c The p value is the probability that the observed degree of relationship, or one
stronger, could have been obtained by sampling error from a population in
which the multiple R is 0.

Second Results Screen: Coefficientsand Standard Errors

To view the second screen of regression results, press PgDn on the first screen.
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/TETA-STAT 09,10,93 )
REGRESSION
Uariable Beta B 5t Err t r
o HOLRS 0.168 G151 . 170 1,125 0.271
GRD_LVL a.745 0,095 0.819 4,985 0.000
Constant -3 .3B8 9,156 -2.483 0.019
Ctrl-F Print F10 Menu Pglp .Faln More 22:29:112
\\§ J
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‘ Shows the following information for each prediction equation:

Chapter 7

Value

Description

Constant

The predicted value of the criterion variable
when the predictor variables are 0. In the
example above, the predicted value for Unbiased
Effect Sizeis-0.388 when the HOURS and
GRD_LVL variablesare 0.

Beta

The betaweight, or the standardized regression
coefficient:

Thisvalueis calculated after the dependent and
predictor variables have been standardized to
have unit variance (that is, a standard deviation
of 1 for all variables). The standardized
coefficients are useful when the predictor
variables are measured in different units, such as
adurationin hours and astudy date in years.
Using these coefficients allows one to compare
the relative influence of each predictor variable
(see Darlington, 1968). In the example above,
the predicted Unbiased Effect Size increases by
0.168 standard deviation units for every
increase of one standard deviation unit in the
HOURS variable. The predicted Unbiased Effect
Size increases by 0.745 standard deviation units
for every increase of one standard deviation unit
inthe GRD_LVL variable.

The nonstandardized regression coefficient.

Thisvalue indicates the expected changein the
criterion variable with a change of one unit in
the associated predictor. In the example above,
the predicted Unbiased Effect Size increases by
0.191 for every unit increase in the HOURS
variable, while the predicted Unbiased Effect
Size increases by 0.095 for every unit increase
inthe GRD_LVL variable.

St Err

The standard error of each non-standardized
regression coefficient. Thisvalue indicates the
variability that would arisein B from repeated
sampling and estimation of B with samples that
are the same size asthis one.
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e The p value shows the probability of obtaining a beta this size or more
discrepant from zero in sampling from a population in which the relevant
betais zero.

Third Results Screen: Corrdations

To view the third screen of regression results, press PgDn on the second screen.

/PETA-STAT D9,10-93 \
REGRESS ION
Lariable R Mean 5t Dev N
LNBIASED 1.0686 0.5940 3 .6400 27
HOLRS 0.7331 1.2926 0.5629 27 0
GRD_LVUL 0.8722 Y. r4a7 5.619%9 27
Ctrl-F Print F10 Menu Pglp .Faln More 22:30:17
N\ 4

Provides a way to evaluate the contributions of each of multiple predictor
variable to the variation in the criterion variable.
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Value

Description

The correlation between the criterion and
predictor variables. Larger numbers,
approaching +1.0 or -1.0 indicate a
stronger correlation. The sign of R
indicates a positive or negative
relationship.

Mean

The average value of the variable.

St Dev

The standard deviation for the variable.
Thisisthe square root of the unbiased
population variance estimator (N-1 isthe
denominator).

The number of studies for which datawere
available.

Fourth Results Screen: Residuals

To display the fourth results screen, press PgDn. Meta-Stat asks if you want to

record predicted values. If you answer Y for "Yes', Meta-Stat will save the

Chapter 7
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predicted values for the criterion variable in anew variable called Y_HAT. For
more information, see the section below called "Recording Predicted Values."

. N\
META-STAT 091093
REGRESS 10N
Study ID o v 9 W 9 Residual | R?sidual 1:’1-::1'.I
ALLMM 8.9093 Missingr —_— ! ! I !
BAJTEL1 Missing 1.6089 —_—
BAJTELZ G.4531 6.3728 G.1172
BAJTEL3 0.1915 Missing —
CALLEN B.15948 B.1629 B.p117 -
COSTAR 3, 1931 3.3161 —B.1230 -
CROZI1ER B.9577 B .BPEBD B .BE98 ﬂ -
DILLAR 1.8617 1.7033 6.1784 -
EAKIN 0.4921 B.7532 -8.2p11 -
EMERY 9.9697 3.9616 G.,0281 -
GARLT -0, 2873 -0,0076 -0.,2798 -}
GROSS 8 .8B8%S 8.9043 -6.0154 -
JACOBS 1.3893 1.1897 6.1995 -
JOHNS G.95a% 1.6577 -6 .0B6B -
JOHGS1 0.2673 0.4676 —8.1604 -
JONGSZ B.3831 B. 2588 B.1243 -
Ctrl1-F Frint F10 Heru Fgllp .Pgln More 22:39:07
- J

0 Y isthe actual value of the criterion variable.

e Y' isthe estimated or predicted value for the criterion variable, based on the
predictors. This predicted value is saved in the new variable Y_HAT, if you
told Meta-Stat to save the values.

o Residual is the difference between Y and Y. Thisis the error in prediction.
The closer the values are to the vertical axis, the smaller the error.

c Meta-Stat shows a plot of the residual values.
Recording Predicted Values

On the fourth results screen for the regression analysis, Meta-Stat asks:
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Do you want to record predicted values?

If you answer Y, for "Yes', Meta-Stat will save the predicted values for the criterion
variable—typically the Effect Size—in anew variable called Y_HAT.

EDIT HEW VARIABLE

Mo: - ID: RESIMUAL  Descr: Residual from Reqressiom-
Lype: E lemgLlh: -5 decimal plaves: -2

Equationm
UNBEIASED — Y_HAT

One moment please
FiHelp FZ2-UARS FilB—Continue ESCHuit

Y ou may then want to create a second new variable to hold the residual
amount—that is, the difference between the predicted value for Effect Size
(Y_HAT) and the actual value.

Plots of the residuals can help you assess whether your data meets the assumptions
required of least squares regression analysis. We recommend the following plots
(after Draper and Smith, 1966):

1.  Bar Graph of the frequencies of the residuals values. If the model is correct,
the plot should resemble observations drawn from a normal distribution with
a zero mean. (Since an intercept is fit, the mean must be zero; but are the
residuals normally distributed?)
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2.  Scatterplot of the residuals against Y_HAT.
3.  Scatterplots of the residuals against each of the predictor variables.

If your plots show outliers or indicate possible curvilinear relationships, you may
want to try one or more of the following:

a) gg%(tlél ng your data entry and evaluating the veracity of some data
|

b)  Constructing a SELECT IF to trim suspicious datapoints.
¢)  Adding or removing predictor variables.

d)  Transforming the criterion variable.

€)  Transforming one or more predictor variables.

f) Adding aweighting variable.

g  Using Non-linear regression.

Using Dummy Variablesto Explore Differ ences Between Groups
If youtell Meta-Stat to create dummy variables from a discrete or blocking

variable, you can explore the differences between the groups identified by that
variable.
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The following example shows regression results for which dummy variables were
created from the variable PUBTY _GP. The results permit the comparison of
studies based on the place where the studies were published:

4 META—STAT lEllEr,/ZS/El'.:-R
REGRESS ION

Variahle Beta B 3t Err 1 P
PUBTY_GP Journal a.0804a a.8aa B.Z238 @.86a —
FUBTY_GF dizserl |.Z04 B.316 B.z17 1.597 a.1z2a
TunTY_G&T paper 0.6820 0._B47 8.217 a.216 0.025
PUBTY_GP aother 0.615 1.664 8.451 J.663 0.88Z2
Constant B .53 B.124 4.334 A.88a

\Ctr I-P Print F10 Menu Pglp.PgDn MoCOACH 11:52 :S?y

The summary table obtained when using Dummy coding is the same as the
summary table that would be obtained from an analysis of variance or covariance.
For more information about dummy variables, see the section "Using Dummy
Variables' earlier in this chapter.

NOTE: If the criterion variable is UNBIASED and the weighting variable is
WEIGHT, Meta-Stat follows the regression procedures for effect-
sizes outlined in Hedges and Olkin (1985, 167-188). The sums of
sguares are reported as homogeneity statistics and are individually
tested. The standard errors for the regression weights are corrected by
dividing by the positive sguare root of the mean square error.
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Testing M ean Differences Between Groups with
Randomization

Using the Randomization analysis, you can test the mean differences between
groups that are represented by discrete or blocking variables. Randomization is a
useful tool because it makes no assumptions about the distribution of data, such as
the normality assumption. Instead, the actua group of studiesin hand is used for
the andysis.

During the analysis, Meta-Stat calculates the mean value of the criterion variable
for each group, then calculates the difference in means between the groups. Then
Meta-Stat conducts up to 5,000 randomizing iterations to determine whether this
actua differenceisin fact unusual. During each iteration, Meta-Stat randomly
draws groups from your group from the aggregate group of studies and calculates
the differences in mean values for the groups.

After completing al iterations, Meta-Stat displays the probability of getting a
difference in means that is equal to or larger than the actual difference. If the
probability is high, you can assume that the actual difference in meansis not
unusual, because there is a high probability of finding this difference or one larger
using randomly partitioned data. But if the probahility is low, you can assume that
the single obtained difference is unusual.

To use the Randomization analysis, follow these steps:
1. Sdect Analysis/Randomization

Meta-Stat displays a screen where you can identify the dependent and
predictor variables.

2. UseCriterion variable toidentify the variable that you want to
measure for the groups.

3.  UseGrouping Variable to identify the discrete or blocking variable for
which you want to test differences between groups.

4,  Optiondly, use Blocking Variable to control for the effects of another
variable without showing the variable on the results screen.
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Select the Number of Iterations you want to use. Use fewer iterations
when you are exploring. Use more iterations to get more precise results.

Note that your results will be dightly different each time you perform the
analysis, due to differences caused by randomization.

If necessary, identify a weighting variable, a method to handle missing data,
and a SELECT IF statement. For more information, see "Common
Functions" earlier in this chapter.

In the following example, Meta-Stat uses 500 iterations to measure
differences in EFFECTSZ between groups identified by the HOUR_GRP
variable. In other words, the analysis will test whether the variable
HOUR_GRP has some relationship to the value of EFFECTSZ.

Approx imate Randomization Test
Dependent UVariahble: EFTECT3Z

Grouping Wariable: HOUR_GRP
Blocking Wariahle:

BMNumher nf iteratinn=: GARA
Weight :

Select If: hive performance
HOUR_GRE >0

\Fi-Help F10-Menu

Studies Variahle rmalysis Charts ptions FPrinter In
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7.  Press F10 to display the results of the analysis.

/'HETH—STHT 09,1053
AFFROXIMATE RANDOHMIZATION TEST OF HWEAN DIFFERENCES
Criterion UVariable UNBIASED Lnbiased Effect Size "
Grouping Variable PUBYRGRF Year of publication
3@ Tterations
Mean Differences and (probabilities)
Means and sample size on diagonal
63-78 Th—Ho 7175 B1+
bE-T0 1.1459 D©.58B5 0.6136 1.8489
(%) (0.129) (@.129) (D.032)
7680 D.5574 09.09251 ©B.4605
(15) (©.96e8) (9.226)
TL-75 0.53Z2 D0.4353
(5) (9,.258)
81+ B.0565
(4}
Done .
Ctrl-F Frint F10 Menw 22:39:59

.

During the analysis, Meta-Stat first calculated the mean Effect Size that was
obtained for each group (as represented by the HOUR_GRP variable). Meta-Stat
then calculated the difference in obtained means between each group.

Next, for each iteration of the analysis, Meta-Stat randomly selected studies from
the entire collect of studies (28 in this example) to create three groups. one with 7
studies, a second with 16 studies, and a third with 5 studies. (Using this random
partition ensures that, for the subsequent calculations, there is no difference
between the groups.) For each group, Meta-Stat calculated the average Effect Size;
it then calculated the differences between these averages. Meta-Stat then noted
whether the difference was larger than the obtained difference between the actual
groups. After the last iteration, Meta-Stat calculated the percentage of the iterations
where the calculated difference was greater than the obtained difference. Thisis
the probability that the obtained difference is a random occurrence.
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‘ | dentifies the variables and iterations you selected.
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e Shows the obtained means, sample sizes, differences between means, and
probabilities for the groups identified by the grouping variable. Referring to
the example above:

Note:

Chapter 7

Obtained means and sample sizes for each group are shown along the
diagonal. The actual mean Effect Sizes for the Long, Normal, and Short
groups are 1.4250, 0.4953, and 0.3540, respectively.

The sample sizes for the Long, Normal, and Short groups are 7, 16, and
5.

The difference between the obtained mean Effect Size for the Normal
group (0.4953) and the obtained mean Effect Size for the Short group
(0.3540) is (0.1413). In the Randomization analysis, Meta-Stat
calculated that, over 500 iterations, there is a probability of
approximately 65 percent that you would obtain this large a differencein
Effect Size with randomly drawn data. In other words, the observed
difference in Effect Size between these two groups is not unusual; there
isahigh probability of seeing this difference using randomly partitioned
data.

By contrast, the difference between the obtained mean Effect Size for
the Normal group (0.4953) and the obtained mean Effect Size for the
Long group (1.4250) is (0.9297). In the Randomization analysis, Meta-
Stat calculated that, over 500 iterations, there is a probability of well
under 1 percent (0.002) that one would obtain a difference this large
with randomly partitioned data. In other words, the actual observed
difference between these two groups is unusual, and one can assume
that there is in fact some difference between these groups.

The approximate randomization test will tell whether the variables are
independent. It is only appropriate for making inferences about a
population when the data have been randomly selected.
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Showing Correlations Between Variables

Use a Correlation anaysis to investigate the relationship between variables. The
analysis shows the degree to which variation in one variable is related to variation

in another.

Correlations can be positive or negative. A positive correlation means that a pair of
variables tends to increase and decrease together. A negative correlation indicates
an inverse relationship, in which one variable increases as another decreases. The
size of the correlation measures the strength of the relationship. A correlation of 1
indicates a perfect linear relationship between the variables. Correlations that are
closeto O indicate little or no linear relationship.

Correlation analysis provides a good starting point for other analyses, including
Regression. After using Correlation to discover strong relationships between
variables, you can use Regression to calculate prediction equations for the
variables.

To perform a correlation anaysis, follow these steps:
1. Sdect Analysis/Correlation

Meta-Stat displays a screen where you can identify the variables you want to
use.

2. UseContinuous Vars to identify continuous or equation variables for
the analysis.

Use Dummy Coded Vars toidentify blocking or discrete variables for the
analysis. Meta-Stat will treat each category within the variable as a separate
dummy variable for the analysis. For more information, see the section

"Using Dummy Variables' earlier in this chapter.

3. If necessary, identify a weighting variable, a method to handle missing data,
and a SELECT IF statement. For more information, see "Common
Functions" earlier in this chapter.
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In the following example, a Correlation analysis will be performed on
Unbiased Effect Size, Hours, and Total Sample Size (TOTAL_N):

Cont inuons Uars: UNDIASED TOTaLl H
HOURS

—#Dummy Coded Yars:

Weight:
Miz=zing Data: Listwize
Select If: hve performance

— Fl1Help FZ-5elect ESCHuit F18—Cont

4.  Press F10 to display the results.
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“FETA-STAT 09,1093 )
CORRELAT IONAL AMALYSIS
Listwize deletion
Correlation Matrix and Sample size (N2
UNBIASED TOTAL_N HOURS
UNE IASED l1.08080 ©.83956 ©.7331
27 27 ey @
TOTAL_N 1.0006 Q.6004
27 272
HOLRS 1.00043
272
Done.
Ctrl-F Frint F1@ Henu 22:43:54
- 4

0 The screen shows the corrélation coefficient between each pair of variables.
In the example above, the correlation between Hours and Unbiased Effect
Sizeisrelatively strong (0.5406), while the correlation between TOTAL_N
(Total Sample Size) and Unbiased Effect Size is weak (0.2423) . Larger
numbers indicate a stronger correlation, with 1 meaning a perfect correlation
and 0 meaning no linear correlation.

The number in parentheses identifies how many studies were used for the
sample. This number is determined by the number of studiesin your meta-
andysis and the method you used to handle missing data. For more
information, see "Common Functions' earlier in this chapter.

HINT:  The correation coefficient measures only linear (i.e., straight line)
relationship between two variables. It is possible, though unlikely, that
two variables can be perfectly curvilinearly related and yet their
correlation equals 0.

To detect curvilinear relationships, you should inspect the Scatterplot
option (see Chapter 8). When variables are curvilinearly related, you
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may wish to consider a transformation to "linearize" them before
performing multiple regression analyses.
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Cross-Tabulating Groups

Use a Cross-Tabulation analysis to investigate the relationship between two
discrete or blocking variables.

The analysis displays a two-way table that shows the joint frequency distribution.
Y ou can use the table to review the distribution of vaues for the two groups. The
analysis also provides a measure of statistical significance, to help you determine if
the variables are statistically independent.

To perform a cross-tabulation, follow these steps:

1.

Sdlect Analysis/crossTabs

Meta-Stat displays a screen where you can identify the variables you want to
use.

Use Grouping Variable 1 to identify the discrete or blocking variable
that you want to use as the column variable in the two-way table.

Use Grouping Variable 2 to identify the discrete or blocking variable
that you want to use as the row variable in the table.

Optionaly, identify aweighting variable and construct a SELECT IF
statement. For more information, see "Common Functions' earlier in this
chapter.

In the following example, a cross-tabulation will be performed using grouping
variables for Publication Type and Hours:
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4 File Studies Variable Analysis Charts Options Printer Info \

Crosstabu lations
Grouping Variable 1: r'unTY_GT

Grouping Variahle 2: HOUR_GRF

Brlleight :

Select If:

4.  Press F10 to display the results.

Results Screen
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.

“FETA-STAT 09,10,93 )
CROSSTABULATIONS
PUBTY_GF Publication Type Ualid Observations: 306 o
by HOUR_ERF Duration of program
Observed (and Expected) Frequencies
Publication Type
Q 1 2 3 5 Row
[uration of Hissing Journal dissert paper other Total
Missing o] 1] 1 1 £] Z.bo
(Q,07) 1.08) (9,400 8.49) (9.13
short o} Z 1 A G 5.00
9 9,.17) (2.50) (1.00) (1.00) (8.33)
average 1 11 2 1 ) 15.00
(%.50) {(7.50) (3.002 (3.00) (1.80)
long o z 2 Z 2 8.0o
(8.27) (4.00) [(1.60) (1.60] (3.53)
Column Total 1.00 15.08 6.00 6,00 2.00 30.00
Ctrl-F Frint FlO@ Herm tlnew oop 1 <= mew grp 2 22:14:Z8

J

‘ | dentifies the variables you selected for the analysis, along with the number
of studies for which data were available.

e Shows the tabulated results, with row and column totals. The numbersin
parentheses show the values that would be expected, given the row and
column totals, if there were no relationship between the variables. Large
differences between the observed and expected values may indicate a
systematic relationship between the variables.

Cross-Tabulating for Other Groups

From the results screen, you can quickly flip through cross-tabulations for other
groups in your meta-analysis. Press 8 or 9 to select a new column variable. Press
the 7 or 6 cursor key to select a new row variable.
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Calculating Group Means

Use a Group Means analysis to calculate means for members of categories, or
groups, that are identified by a discrete or blocking variable. The analysis provides
you with the mean, standard deviation, and 95 percent confidence intervals. If you
use Unbiased Effect Size as the criterion variable, the Group Means analysis also
provides homogeneity measures.

To use the Group Means analysis, follow these steps:

1.

Sdlect Analysis/group Means

Meta-Stat displays a screen where you can identify the variables you want to
use.

Use Criterion variable to identify the variable that you want to
measure for each group. Typically, thisis the effect size.

Use Grouping Variable to identify the discrete or blocking variable
for which you want to calculate the means.

Leave this field blank to caculate means for al discrete and blocking
variables.

If you left Grouping Variable blank, use the Sort Data field to
identify a sorting sequence for the group members that Meta-Stat will

display.

Optionaly, identify aweighting variable and construct a SELECT IF
statement. For more information, see "Common Functions' earlier in this
chapter.

In the following example, Meta-Stat will calculate the mean Effect Size for
the TEST_GP variable:
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4 File Studies Variable Analysis Charts Options Printer Info \

Group Means
Dependent Variahle: UNDIASED

Grouping Variahle: TEST_GP

Brlleight :

Sort Data: Names Ascend ing

Select If:

— Fl-Help FZ—Select ESCH{juit F18-Cont

6. PressF10 to display the results.

Results Screen
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/~ HETA-STAT B9/10.93 )
GROUF MEANS
Criterion Uariable: UNBIASED o
Mean 3t. Deu. N 9% Conf id Interval
TEST GP Test constructer
1 teacher @.733 .633 6 0.161 to 1.425
2  standardi 0.672 p.72 11 D.206 to 1.138
9 3 other 0.416 B.547 12 D.071 to D.760
Hedges’s Homogenity Tests
Souwrce Statistic 4dr
Total 116.965 ZB [p = 0.00B)
Within 107.7399 26 [(p = @.000)
Betueen 9.166 Z [p=0.010)
Ctrl-F Print FI1D Meru 22 :146:34
- 4

‘ This screen identifies the criterion variable you are measuring for each group

member.

Chapter 7
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e For each group member, Meta-Stat displays the following information:

Chapter 7

Value

Description

Mean

Mean value, equal to the sum of the
values divided by the number of cases
(studies). The mean isthe most
common measure of central tendency.
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Stand. Dev. Standard deviation, equal to the
positive square root of the variance.
(The variance is ameasure of the
dispersion of values around the mean,
roughly equa to the average squared
deviation from the mean.) The smaller
the standard deviation, the more

homogeneous the data.
N Number of group members
95% Confid The 95 percent confidence intervals
Int. for the group means.

o Hedges's Homogeneity Test measures the total variation among the groups,
as well as the variation within and between the groups, to test the hypothesis
that the Effect Sizes come from the same population—that is, that they are
homogeneous. If the statistic is large ( or equivalently if the value of p islow,
say less than .05), Hedges's test indicates that there is a low probability that
the Effect Sizes are from the same population.

Hedges and Olkin note (1985, pages 157-159) that the homogeneity statistics
can be used for fitting models to effect size for groups in a procedure that is
analogous to the procedure used to fit hierarchical log-linear models to
contingency tables. They outline a strategy similar to the following:

Step 1: Look at the total homogeneity statistic (Q;). If the value is not large,
i.e. isnot dtatisticaly significant, then you are done. Y ou can conclude that
the model of asingle effect size fits the data.

Step 2: If Q; islarge, then look at the within homogeneity statistic, Q. If
Q. isnot statistically significant, then you can you can conclude that the
model of a different effect size for each of your groups adequatdly fits the
data. The between fit statistic, Qg, indicates the extent to which the effect
sizes differ among groups.

A large value of Q,, indicates that effect sizes are not homogeneous within
the groups. Y ou should redefine your groups, either through secondary
classifications, using a different grouping variable, creating new groups, or
using the SELECT IF feature. Then again, compute Q,.
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Results Screen for All Grouping Variables

If you did not specify a grouping variable, Meta-Stat shows results for all discrete
and blocking variables. Use PgDn to move from one screen to the next:

NOTE: |If you areinterested in analyzing the UNBIASED effect size as the
criterion variable, Meta-Stat will compute Hedges's homogeneity
statistics. You do not need to specify WEIGHT as aweighting variable
asthisis done internally to perform the necessary calculations.
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Calculating Frequencies

Use Frequency analysis to count the number of different values for a variable and
display the frequency at which each value occurs. This analysis gives you a clear
picture of the breakdown of datafor avariable.

Follow these steps:
1. Sdect Analysis/Frequencies

Meta-Stat displays a screen where you can identify the variable you want to
count.

2. UseCriterion variable toidentify the variable that you want to
count. This can be any type of variable.

3. If necessary, identify aweighting variable and construct a SELECT IF
statement. For more information, see "Common Functions' earlier in this
chapter.
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In the following example, Meta-Stat will count PUBTY_GP:

" N\

File Studies Variable Analysis Charts Options Printer Info

Frequencies fmalysis
Dependent Variahle: r'unTY _GI
Bleight:

Select If:

— Fl-Help F2-Select ESCHuit F1B—Cont. —'i

L pdding Expanded Memory will improve performance

FiHelp Fib-Menu 6:10:12
U P J
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4,  Press F10 to display the results.

/~ HETA-STAT B9/18,93 )
FREQUENC [E5
Criterion Yariable: FUBTY_GF Publication Tupe N of Cases: 3B
Sum of Relative Ad usted
Ualue Label Cases Yeights Frequency Frequency
Hissing 1 1,600 3.3 —_
1 jourmal 15 15.000 5B.0% 51.7«
9 2 dissert b 6 .000 20.0% 20,7
J paoper b 6.00DR 2D, 0 20.7%
5 other 2 Z.B0R 6.7 6.9z
Done.
Ctrl-F Print F10 Menu 22:47:1B
- J
The results screen:
‘ | dentifies the variable you are measuring.
e Displays the following information for each value of the variable:
Value Description
Value A vauefor thevariable.
Labe For discrete and blocking variables only,
shows the label attached to the value.
Sum of Weights The sum of the weighting data that you
used, if any.
Relative Thereative frequency with which the value
Frequency OCCurs.
Adjusted The relative frequency with which the value
Frequency occurs, adjusted after removing missing
values.
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Displaying Means for a Two-Way Breakdown of
Groups

The Breakdown analysis is similar to the Cross-Tabulation analysisin that it
provides a two-way breakdown of grouping variables. However, the Breakdown
analysis provides more detail on the data by calculating, for each two-way
breakdown, the mean for the criterion variable. For example, where Cross-
Tabulation provides you with the number of cases for each two-way breakdown,
the Breakdown analysis calculates means for the criterion variable for each two-
way breakdown.

To perform the analysis, follow these steps:
1. Sdect Analysis/Breakdown

Meta-Stat displays a screen where you can identify the variables you want to
use.

2. UseCriterion Variable to identify the variable you want to count.

3. UseGrouping Variable 1 to identify the discrete or blocking variable
that you want to use as the column variable in the two-way table.

4. Use Grouping Variable 2 toidentify the discrete or blocking variable
that you want to use as the row variable.

5.  Optionaly, identify aweighting variable and constructing a SELECT IF
statement. For more information, see "Common Functions' earlier in this
chapter.
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In the following example, Meta-Stat will calculate the mean Effect Size for
each cell in the two-way breakdown of HOUR_GRP and TEST_GP:

Dependent Variahle: UNDIASED
Grouping Variahle 1: HOUR_GRF

Grouping Uariahle 2: TEST GP

Bl ight :

Select If: Lprove perf ormance

— Fl1Help F2—S3elect ESC{uit F18—Cont.

5. Press F10 to display the results.
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Results Screen

/” HETA-STAT B9/18-93
BREAKDOWN
UMBIASED Unbiased Effect Size Ualid Observations: 23
by HOUR_GRF Duration of program
TEST_GF Test constructer
Means [and Cell Jizesl
Duration of progran
0] 1 2 3 Row
Test constr Missing short average long Total
1 teacher B.989 B.325 1.436 0.793
(1 (33 2] (6]
Z standard B.192 9 D.462 1.322 D.67Z
(12 (7l (e b (11)
3 other 0.176 D.426 .53 D.416
5) (5 2) C1z)
Column Total .55 0.17/8 B0.423 1.257 0.591
(2] 5) (15) 7] 29)
Ctrl-F Print FI10 Menu TL new grp 1 +» new grp 2 2279794
N\ /

The results screen:

‘ | dentifies the variables you selected for the analysis, along with the number

of studies for which data were available.

e Shows the tabulated results for each breakdown, along with means for each

row and column. The numbers in parentheses show the cell sizes. For

example, in studies where teachers devised tests, the mean Effect Size was
1.108. However, where the duration of the program was long, the mean
Effect Size was 1.958. Long durations, in general, were associated with

higher Effect Sizes (a mean of 1.475).

Showing Breakdownsfor Other Groups

Chapter 7
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From the results screen, you can quickly flip through breakdowns for other groups
in your meta-analysis. Press 8 or 9 to select a new column variable. Press 6 or 7 to
select anew row variable.
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